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Introducio

A Quimica, ao investigar a estrutura, a reatividade e as transformacdes da matéria, lida
com sistemas complexos que exigem estratégias quantitativas robustas para sua interpretacao.
Nesse contexto, as andlises de regressao (linear e ndo linear) constituem ferramentas
obrigatdrias para modelar relagdes entre variaveis experimentais, permitindo extrair pardmetros
relevantes e compreender os mecanismos que regem os fenomenos observados (OLSEN, 2016;
MORAN, 2011; BENNINGA, 2010). Tais regressoes consistem em técnicas estatisticas
aplicadas a modelagem da dependéncia entre uma variavel resposta (y) € uma variavel
explicativa (x), de forma linear e ndo linear, em relacdo aos parametros “6”, como ilustrada na
Eq. 1, em que ¢ representa o erro entre os valores experimental e o previsto pelo modelo. A
escolha adequada da forma funcional f e o ajuste eficiente dos parametros s3o decisivos para a
interpretacdo confiavel de dados (MAZUCHELI & ACHCAR, 2002; MATTOS, 2013; SILVA,
E. M., etal,2019; CHIACCHIO, E. J, 1993; SEBER, G. A. F., 1977; DRAPER, N. R., SMITH,
H., 1981; BATES, D. M., WATTS, D. G, 1988).

yi=f(xi;0)+¢& i=1,-,n Eq. 1

O método dos minimos quadrados ¢ o método de ajuste mais comum utilizado nas
regressdes (CHIACCHIO, E. J, 1993; BENNINGA, S., 2010) e busca minimizar a soma dos
quadrados dos residuos (SQR, Eq. 2).

SQR(0) = S [yi- fxi®)F = Ilyi-9i)* = Te&’ = &' *& Eq. 2

As regressoes nao lineares utilizam algoritmos iterativos: Newton-Raphson, Quasi-
Newton, Gauss-Newton, Levenberg-Marquardt, Gradiente descendente, Nelder-Mead
(Simplex), etc., sendo o algoritmo de Gauss-Newton o mais simples e mais utilizado em
regressoes nao lineares, equacao 3, (LAL, W. H.; KEK, S. L.; TAY, K. G., 2017; SIREGAR, R.
W. et al. 2018).

0, = 0+ [T (T y; — f(x;,0,)]} Eq.3

Onde: “J” ¢ a matriz Jacobiana ou matriz das derivadas da equa¢do modelo em relagdo aos

(1))

parametros (0y), “T” € a transposta da matriz Jacobiana e “u” o indice de iteracdes.
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O Microsoft Excel ¢ um programa de planilha eletronica com diversas ferramentas
amplamente utilizadas para organizagao, analise e visualiza¢do de dados, oferecendo recursos
matematicos, estatisticos e graficos que facilitam a interpretagdo de tendéncias e relagdes entre
variaveis. Na Quimica, destaca-se por permitir o tratamento agil de grandes conjuntos de dados
e a identificacdo de padrdes ou anomalias experimentais. Desenvolvido pela Microsoft, tornou-
se o padrao em ambientes académicos, corporativos e industriais, consolidando-se como uma
das planilhas eletronicas mais utilizadas no mundo (OLSEN, 2016; WALKENBACH, 2019).

A maioria dos modelos empregados na andlise de dados quimicos baseia-se em
regressoes que utilizam linhas de tendéncia (lineares, exponenciais, logaritmicas, polinomiais
ou de poténcia) ajustadas aos dados experimentais por meio do método dos minimos quadrados.
O Excel oferece suporte direto a esses modelos e permite determinar parametros com rapidez e
eficiéncia.

Além disso, dispde de recursos avancados como resolu¢do de equagdes, automagao
via macros em VBA (Visual Basic for Applications) e uma ampla biblioteca de fungdes
matematicas e estatisticas, o que permite personalizar modelos de regressdo conforme a
complexidade do sistema analisado (WALKENBACH, 2019; OLSEN, 2016; MORAN, 2011;
BENNINGA, 2010).

Isso significa que dentre os modelos matematicos propostos nesse aplicativo, as
regressoes lineares sao as fungdes polinomiais do 1° ao 6° grau e a logaritmica do tipo [y =
a*In(x) + b] e as regressdes ndo lineares composta pela fun¢do exponencial do tipo [y =
a*exp(b*x)] e pela fungdo poténcia do tipo (y = a*x”b). Essas fungdes representam a maioria
dos modelos matematicos aplicados & quimica com a vantagem dos dados experimentais serem
digitados diretamente na planilha sem nenhum tratamento matemadtico prévio e sem a
necessidade de lineariza¢dao da equacao modelo.

Este trabalho teve como objetivo desenvolver um aplicativo baseado em planilhas
eletronicas, capaz de realizar regressoes lineares e ndo lineares simples, por meio de modelos
matematicos aplicados a Quimica, com geragdao de graficos e andlise estatistica, compativel
com computadores e dispositivos moveis. Considerando sua ampla aceitagdo e recursos
avangados, o Microsoft Excel foi adotado como plataforma para a construgao do aplicativo.

Material e Métodos

O aplicativo para a realizacdo de regressoes lineares e ndo lineares foi desenvolvido
em uma planilha do Excel utilizando operagdes matriciais com recursos de fungdes internas
como: MATRIZ.MULT; MATRIZ.INVERSO; TRANSPOR e outras fungdes como:
INCLINACAO e INTERCEPCAO para obter os valores iniciais do processo de iteragdo,
DESVQ para calcular a soma dos quadrados dos desvios em relagdo a média, além de fungdes
l6gicas como: SE, SES, EERRO e ENUM para a verificagdo de erros e adequacio das fungdes
de acordo com o tamanho da amostra, as fungdes MAXIMO e MINIMO para obtengdo das
regressoes nos graficos e as fungdes estatisticas INVF, INVT, DISTF e DISTT para os céalculos
do inverso da distribuicdo de probabilidade F ou F-critico, o inverso bicaudal da distribuigdo t
de Student para calcular os limites de confianga, a distribuicdo de probabilidade F ou F de
significacdo e a distribui¢do t de Student para o calculo do valor-p, respectivamente.
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Em todas as regressdes sdo obtidas as matrizes Jacobianas para calcular a matriz das
variancias e covariancias necessaria para o calculo do erro padrdo na analise estatistica, bem
como os incrementos dos processos iterativos.

A planilha “dados” contém apenas duas colunas para a digitacdo dos dados
experimentais (variavel independente “x” e dependente “y”’) e um quadro com o resultado de
todas as regressoes indicando a melhor regressao com links para visualizagdo dos graficos e
analises estatisticas, figura 1A.

A andlise estatistica (varidncia e regressdo) foi realizada utilizando equacdes da
literatura (STEVENSON, W. J., 1981).

O aplicativo desenvolvido envolve as areas de quimica e informatica e pode ser
utilizado como ferramenta auxiliar nas analises de medidas experimentais através de regressoes
lineares e ndo lineares com visualizagdo grafica e analise estatistica.

Outra grande vantagem desse aplicativo € o uso da analise estatistica para prevenir a
superestimacao dos pardmetros ou coeficientes das funcdes através do valor F de significancia
da analise de variancia (ANOVA) e do valor-p dos parametros.

A avaliacao da qualidade dos ajustes foi realizada por meio de métricas estatisticas como
a Soma dos Quadrados dos Residuos (SQR), o coeficiente de determinagao (R?), o teste F e o
valor-p, o que permite a escolha objetiva do modelo mais adequado a cada conjunto de dados. Os
exemplos utilizados foram simulados ou extraidos da literatura especializada (MONK, P;
MUNRO, L. J., 2009), visando contemplar diferentes contextos aplicaveis a Quimica.

Resultados e Discussao

Este aplicativo na forma de planilhas eletronicas para a realizagdo de regressoes
lineares e ndo lineares simples foi desenvolvido com o propoésito de efetuar regressdes lineares
e ndo lineares de fungdes exponenciais, logaritmicas, poténcia e polinomiais do 1° ao 6° grau,
o que torna o aplicativo de grande utilidade na quimica, visto que essas fungdes representam a
maioria das regressoes utilizadas em experimentos quimicos.

O aplicativo desenvolvido foi testado utilizando dados simulados e conjuntos de dados
extraidos da literatura quimica, abrangendo situacdes experimentais representativas como
processos de adsor¢do, cinética enzimatica, degradagdo catalitica, reagdes de pseudo-primeira
ordem, entre outros. Essas aplicacdes visam nao apenas demonstrar a funcionalidade do
sistema, mas também ilustrar a diversidade de contextos quimicos em que a regressao linear e
ndo linear se fazem necessarias para interpretar dados experimentais.

A figura 1B ilustra uma regressao nao linear da funcao poténcia do tipo “y = a*x*b” de

um experimento relacionado ao estudo dos gases ideais de uma transformagao isotérmica a partir
dos valores da pressdao e volume. Os dados foram digitados diretamente na planilha “dados”
(figura 1), sem nenhum tratamento matematico e o resultado das nove regressdes ¢ mostrado em
uma tabela indicando a melhor em coloracdo verde com links para visualizacdo dos graficos e
analise estatistica. Também ¢ disponibilizado ao lado do grafico um recurso extra para
interpolacdo e extrapolacdo de dados a partir dos coeficientes obtidos das regressdes. Nessa
regressao, O coeficiente “a” esta relacionado com o produto das constantes “n*R=*T”. Assim, para
uma temperatura qualquer € possivel calcular o nimero de moles do gas em estudo através do
coeficiente obtido por regressido. Nesse experimento, n = 4, R = 0,08205 atm L mol ' K'' e T =
300 K. O coeficiente “a” obtido por regressao foi igual a 98,463 e o coeficiente “b” igual a -1.
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A figura 2A ilustra uma regressdo nao linear da funcdo exponencial do tipo “y =
axexp(b*x)” de uma cinética quimica de 1* ordem monitorada pelo reagente a partir dos dados
do tempo e concentragdo molar do reagente. Os dados experimentais sempre sdo digitados na
planilha “dados” e em todas as regressdes ndo ha necessidade de nenhum tratamento
matematico para linearizagdo da fungao. Nessa regressao, o coeficiente “a” esta relacionado
com a contragdo molar inicial do reagente e o coeficiente “b” esta relacionado com o oposto da
constante de velocidade da reacdo (-k). Os valores obtidos de a e b foram, respectivamente,

9,9999x107% e -5,9999x1073. Assim, o valor da concentracio inicial foi aproximadamente 0,1
mol/L e a constante de velocidade aproximadamente 6,00x10~> min.

A figura 2B ilustra uma regressao linear da funcdo logaritmica do tipo “y = a*In(x) +
b” de um experimento eletroquimico relacionado ao potencial de eletrodo do par Cd(II)/Cd em
funcdo da concentragio molar do fon Cd**. Nessa regressdo, o coeficiente “a” esta relacionado
com a constante eletroquimica “R+*T/(n*F)” e o coeficiente “b” relacionado ao potencial padrao

de redugdao do par Cd(II)/Cd. Onde: R ¢ a constante universal dos gases, T a temperatura
absoluta, n o nimero de elétrons envolvido no processo ¢ F a constante de Faraday. Os
coeficientes “a” e “b” obtidos por regressdo foram, respectivamente, 1,2837x1072 ¢ -0,400 V,
o que confirma o processo envolvendo dois elétrons e o valor do potencial padrdo de reducao
do par Cd(II)/Cd de acordo com a literatura.

r

O método utilizado para a realizagdo das regressdes ¢ o da soma dos minimos
quadrados dos residuos, SQR, embora seja um método eficiente, existe a possibilidade dos
parametros ou coeficientes das fungdes estarem superestimados para produzir valores menores
de SQR. Para saber qual fun¢do tem a melhor regressao utilizaremos a analise estatistica através
dos valores de F de significancia e do valor-p dos parametros.

Os parametros estatisticos mais utilizados em analise de regressao sdo: SQR (soma
dos quadrados dos residuos), R? (coeficiente de determinacio), Fs;, (F de significincia da tabela
ANOVA), erro padrdo e valor-p dos coeficientes.

Figura 1 — (a) Planilha “dados” mostrando as colunas para digitagdo dos dados experimentais e
uma tabela com o resultado das regressoes indicando a melhor na coloracao verde com links
para visualizacdo dos gréficos e analise estatistica; (b) Planilha “POT” mostrando o grafico e a
analise estatistica da regressao ndo linear da fung¢do poténcia do tipo y = a*x"b.
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9 29 3,40E+00 Polinomial 20 grau (POL2)  0,93502  6,0928€+00 (TN 2 Erro padrao da estimativaS.= 2.2763E-04
10 39 2,53E400 Polinomial 3o grau (POL3) 098222  1,6669e:00 (TN 26 | ANOVA Ll SQ oM Fooe Foes Fic
11 49 2,01E+00 Polinomial 40 grau (POL4)  0,99545 4,2690E-01 m i: Regressao 1 9,3763E+01 9,3763E+01 18096E+09 5,1174E+00 1,1163E-38
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14 79 1,25E+00 3 a 98463Es01 B81230E-03 12121E+04 9,0133E-34 18376E-02 O,8444E+01 9,8481E+01
15 90 1,09E+00 * Clique nos links para ver o gréfico e a anilise estatistica para cada modelo 32 b -1,0000E+00 3,0767E-05 -3,2503E+04 1,2578E-37 6,9600E-05 -1,0001E+00 -9,9994E-01

(a) (b)
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Figura 2 — (a) Planilha “EXP” mostrando o grafico e a andlise estatistica da regressdo ndo linear
da fun¢do exponencial do tipo “y = a*exp(b*x)”; (b) Planilha “LOG” mostrando o grafico ¢ a

analise estatistica da regressdo linear da fun¢do logaritmica do tipo “y = a*In(x) + b”.
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23 Coef. determinagéc ajustadoR™,. = 1,00000 23 Coef. determinagdo ajustado Ry, = 0,99999
24 Coef.comrelaggoR=_ 1,00000 24 Coef.correlagdoR=_ 1,00000
25 Erro padrao da estimativaS.=_2,1124E-06 25 Erro padréo da estimativa 5,= 4,.4481E-05
26 ANOVA E sQ QM [ e = 26 | ANOVA gl sQ QM B Foriico Fir
27 | Regressao 1 9,5800E-03 95B00E-03 2,1469E+09 5,1174E+00 5,1727E-39 27 | Regressao 1 1,7402E-03 17402603 B7954E=05 7,70B6E<0D  7,7559E-12
28 Residuo 9 4,0160E-11  4,4622E-12 28 Residuo 4 79142609 19785E-09
29 Total 10 9,5800E-03 29 Total 5 1,7402E-03
30 A a Erropadrio ___ Statt valor-P___ desvpadrio _lim confinf _lim conf sup 30 | REGRESSAQ Parimetros Erropadrio  Statt valor-P___ desvpadrio _lim confinf__lim confsup
31 o 9,9999E-02 17793E-06 56203E+04 9,1002E-40 4,0249E-06 9,9995E-02  1,0000E-D1 31 a 12837E-02 1,368BE-05  9,37B4E+02 7.7559E-12 3,B005E-05 12799E-02 1,2B75E-02
32 b -59999E-03 17850E-07 -3.3613E+04 9.296BE-38 4,0379E-07 -6.0003E-03 -59995E-03 32 b -4,0002E-01 6,0570E-05 -6,6044E+03 3,1537E-15 1,6817E-04 -4,0019E-01 -3,8986E-01
(a) (b)
Conclusoes

O aplicativo desenvolvido em planilha eletronica, utilizando a plataforma Microsoft
Excel, mostrou-se uma ferramenta eficiente e acessivel para realizar regressdes lineares e nao
lineares simples com andlise estatistica integrada. Sua interface intuitiva e a capacidade de
processar dados sem a necessidade de linearizacdo prévia ou de software especializado
representam uma contribui¢cdo valiosa para a analise de dados experimentais em Quimica. A
integracdo de métricas estatisticas robustas, como SQR, R? o teste F e o valor-p permite a
escolha objetiva do modelo mais adequado, prevenindo a superestimagdao de parametros e
assegurando a confiabilidade dos resultados. Além de ser uma ferramenta pratica para a
pesquisa, este aplicativo demonstra o potencial do Excel como um recurso didatico poderoso
no ensino de Quimica. Ao permitir que os estudantes explorem conceitos de modelagem
matematica e analise estatistica de forma direta ¢ visual, ele estimula o raciocinio cientifico,
incentiva a autonomia e contribui significativamente para uma aprendizagem mais dindmica e
efetiva.
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